Dynamic Shifts of Limited Working Memory Resources in Human Vision
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Our ability to remember what we have seen is very limited. Most current views characterize this limit as a fixed number of items—only four objects—that can be held in visual working memory. We show that visual memory capacity is not fixed by the number of objects, but rather is a limited resource that is shared out dynamically between all items in the visual scene. This resource can be shifted flexibly between objects, with allocation biased by selective attention and visual capacity asserts that only a limited number of objects can be simultaneously represented in working memory (1–10). Support for this model has come primarily from change-detection tasks, in which detection was close to 100% correct for a brief disappearance of the stimulus array, with or without an intervening eye movement (Fig. 1). To minimize the role of configural memory (11), only one of the items was redisplayed after the delay; subjects reported the direction in which this probe item had been displaced or rotated. Responses varied probabilistically with the magnitude of the change to the probe item (Fig. 2A). Subjects’ response functions were successfully fitted with cumulative Gaussian distributions, consistent with a Gaussian distribution of error in the stored representation of the original stimulus (12). In the absence of eye movements, subjects were able to recall both location and orientation of a single item with considerable accuracy (Fig. 2A, bottom left, black symbols), an intervening eye movement introduced a small bias (mean 1.4°) into subjects’ responses (Fig. 2A, black symbols, set size increasing left to right). Precision, measured by the reciprocal of the standard deviation of the response function, was reduced as the number of items in the display increased (Fig. 2B, black symbols). These data do not reveal a sharp drop in performance at a limit of four items.

Next, we asked whether the precision of visual working memory is affected by an eye movement. Detection of changes to visual stimuli that occur during an eye movement presents a challenge to the brain, because the pre- and post-saccadic retinal locations of every visual item are very different. For location discrimination in single-item displays (Fig. 2A, top left, red symbols), an intervening eye movement introduced a small bias (mean 1.4°) into subjects’ judgments: a tendency to report a shift in the direction of the saccade even for small displacements in the opposite direction. However, as can be seen from the similar slopes of the two response functions, the precision with which this discrimination was made did not differ significantly from that of the fixation condition (t = 1.2, p = 0.24). This indicates that subjects take into account the size and direction of their eye movement in order to esti-
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Fig. 1. Experimental procedure. (A) Stimuli and sequence of events on a location-judgment trial. The example shown is a fixation trial with a set size of four items. After the sample display is blanked, subjects’ memory for location of a randomly chosen item is tested by redisplaying the item displaced horizontally through distance Δ. The subject must report the direction of displacement. (B) An orientation judgment trial (this time shown for the saccade condition, with a set size of two items). At the tone, the subject makes a saccade toward the item of a prespecified color (here green) with the display being blanked during the eye movement. A randomly chosen item is redisplayed, rotated through an angle Δ, and the subject reports the direction of rotation. Red circles indicate gaze position.
mate the expected postaccadic retinal location of the single target (13, 14). This may be achieved by remapping a retinotopic location representation based on an internal copy of the saccadic motor signal (15, 16).

Precision in the saccade condition decreased with increasing number of items in a way similar to that of the fixation condition, for both location and orientation judgments (Fig. 2B, red symbols), with no significant advantage of fixation at any of the tested set sizes (t < 1.3, p > 0.23). This indicates that the process of spatial updating does not introduce any additional capacity limit on visual working memory, and therefore that the full contents of memory undergo remapping.

The item-limit model of visual working memory predicts that discrimination performance will begin to decline only once the limiting number of items is exceeded. In contrast, our results—for both fixation and saccade conditions—show that the precision with which visual items are remembered decreases with increasing numbers even at the smallest set sizes (t > 2.7, p < 0.006), with the largest drop in precision occurring between one- and two-item displays, and no evidence for any discontinuity in the region of four items (Fig. 2B). Our data therefore support an alternative model in which limited visual memory resources must be shared out between items, such that increasing numbers of items are stored with decreasing precision (see fig. S1 for an illustration). To quantify the relation between the resources available to encode an item (R) and the precision with which it is remembered (P), we replotted precision as a function of the proportion of resources available per item (Fig. 3A). The results suggest that this relation can be captured by a simple power law [P ∝ R^k, power constant k = 0.74 ± 0.06 (95% confidence limits); blue line].

The similarity of our results for memory of location and orientation suggests that they share a common mechanism. This may be the representation of stimulus attributes by population coding, in which information is encoded in the combined activity of a large number of neurons (17). Currently identified population decoding schemes do not permit a neuron to simultaneously encode information about more than one stimulus. Therefore, when multiple items must be represented, the total pool of neurons must be shared out between the different items. Because each neuron’s firing rate is corrupted by noise (18), reducing the number of neurons representing an item will increase variability in the population estimate, and consequently reduce the precision with which the item is represented. Theoretical studies have shown that the maximum likelihood decoding scheme would result in a power-law relation between precision and number of neurons (19), similar to that obtained in the current study (20).

Can the power-law model also explain why previous studies (4, 5) found a decrease in performance only for greater numbers of items? Figure 3B shows how the model predicts precision will change with increasing set size, and Fig. 3C displays the corresponding response functions. The power-law model predicts that accuracy (proportion correct) will vary with the magnitude of the change to be discriminated. In this study, we tested discrimination of small changes to stimuli, where discrimination is difficult even with only one item in the display. In this range, our model predicts that accuracy will decrease with increasing number of items even at the smallest set sizes (e.g., dotted vertical line in Fig. 3C). In contrast, previous tests of visual working memory have generally used “suprathreshold” changes, where performance is close to 100% correct for a single item. In these cases, the power-law model predicts that accuracy will initially change almost imperceptibly with increasing numbers of items, and then more steeply at larger set sizes (e.g., dashed vertical line in Fig. 3C). The full predictions of the model are shown in Fig. 3D (black lines). The power-law model is consistent both with our data (examples shown in red: 0.5° displacements, 5° rotations; see also fig. S2) and with many of the results previously taken to support a three- to four-item limit (examples shown in green (5)).

Although we have shown that an upcoming eye movement does not reduce the total memory resources available, it does affect how those resources are allocated. Figure 4A shows precision of discrimination judgments in multi-item (N > 1) displays, where the data were separated into trials on which the probed item was the saccade target and those on which it was one of the other items in the display. For both location and orientation judgments, the saccade target was remembered with greater precision than were nontargets, indicating a preferential shift of visual memory resources to the target of the eye movement (black symbols; t > 4.2, p < 0.001). This finding was not a consequence of the way in which the saccade target was specified [endogenously cued by color (21)] because a similar effect was also observed, in a different condition, when we cued...
the saccade target exogenously by flashing it (Fig. 4A, gray symbols; \( t > 4.3, p < 0.001 \)). Thus, limited working memory resources get rapidly redistributed so that the target of a forthcoming eye movement receives privileged allocation, thereby improving the precision for this item. Because total resources are limited, the corollary of this enhanced memory for the saccade target should be a decrease in precision for nontargets, which will be most evident when the total number of items is small. A comparison of saccade and fixation performance in two-item displays confirmed this effect, with the increased precision for the saccade target (\( t = 4.26, p < 0.001 \)) matched by a significant decrease in precision for the nontarget item (\( t = 3.19, p < 0.01 \)).

Is this flexibility in the allocation of memory resources specific to eye movements, or does it also occur with shifts of covert attention (22–25)? In a further condition, subjects kept their eyes fixed, but one of the items in the sample display flashed briefly before the screen was blanked, a manipulation known to involuntarily attract visual attention (26). When the flashed item was subsequently probed, discrimination precision was significantly higher than for nonflashed items [Fig. 4B; \( t > 3.4, p < 0.001 (27) \)]. Thus, visual attention acts as a “gatekeeper,” determining which visual information is given priority for storage in working memory (28–31), perhaps by biasing competitive interactions in cortical regions mediating visual memory (32, 33).

In normal scene viewing, we make many eye movements in order to extract the maximum possible information from a scene. We performed an additional experiment to examine how visual memory resources are dynamically allocated across a sequence of saccades. Subjects made a series of eye movements to fixate each item in a five-item display; the display was blanked before the saccade to the fifth item reached its target. The precision on a subsequent discrimination judgment, probing memory for any one of the five targets, varied with order of fixation (Fig. 4C).

Discrimination of both location and orientation of the saccade target (the fifth item) was substantially more precise than for any of the other items in the display (\( t > 3.9, p_{\text{corrected}} < 0.001 \)). However, the target of the previous saccade, which was also the most recently fixated item, was not remembered with significantly greater precision than any of the previously fixated items (\( t < 2.5, p_{\text{corrected}} > 0.12 \)). Nor were there any differences in precision between the previous items (\( t < 2.0, p_{\text{corrected}} > 0.55 \)). We found no significant relation between precision and fixation time (\( t < 1.0, p > 0.31 \)), indicating that these results do not reflect temporal (e.g., recency) effects. Rather, it appears that the high-resolution memory for a saccade target persists for only one eye movement. Based on the power law obtained in the first experiment, we can estimate the proportion of working memory resources allocated to each item in the sequence. This analysis reveals that, at the time of a saccade, most visual memory resources are allocated to the target of the next fixation [location task: 56%; orientation task: 61% (34)] rather than to the currently fixated item (location task: 15%; orientation task: 16%).

The current results are inconsistent with the view that visual working memory capacity is limited to a fixed number of objects. Several previous studies have attempted to go beyond the simple fixed item-limit account of visual memory (9, 10, 35). One study (9) has proposed a variable item-limit, based on a fixed “information load,” whereby the more visually complex the items to be remembered, the fewer can be stored. Although

---

**Fig. 3.** Modeling visual memory performance. (A) The relation between available memory resources and precision is approximated by a power law (solid blue line; dashed line indicates 95% confidence limits) fitted to the normalized precision values obtained in the first experiment, including both fixation and saccade conditions (circles: location task; triangles: orientation task; black: fixation trials; red: saccade trials; empty symbols: flash cue; filled symbols: no flash cue). (B) Normalized precision as a function of number of items in memory (\( N \)) in all conditions. Solid line indicates the prediction of the fitted power-law model. Normalization is with respect to performance with one item (\( N = 1 \)) in each of the experimental conditions. (C) Response probability as a function of the size of the change (\( \Delta \)) to the stimulus (i.e., displacement or rotation), for different numbers of items (\( W \)), predicted on the basis of the power-law model. \( \sigma \) indicates 1 SD of the \( N = 1 \) response function. The curves become flatter with increasing number of items, corresponding to changes in the Gaussian distributions of error in the stored stimulus representation (inset). The dotted vertical line corresponds to a small change to the stimulus, as used in the current study, whereas the dashed vertical line indicates a much larger change. In the latter case, performance would be near-maximal for one to four items but fall with further increases in set size. (D) Probability of correct response for stimulus changes of different magnitudes (black lines). \( \sigma \) indicates 1 SD of the \( N = 1 \) response function. The iso-lines for each multiple of \( \sigma \) were derived directly from (C). Red symbols show empirical data from the current study. Green symbols show data from (5). Both sets of data are consistent with the power-law model, but different curves arise with differences in the size of stimulus change. See also fig. 52 for data plotted according to different sizes of change within the current experiment.
related to our limited-resource model, this hypothesis cannot account for the relation between precision and number of items observed in the current study, because the visual complexity of the sample stimuli was held constant. It has been argued (10) that the changes in detection performance observed in this previous study are the result of increasing similarity between sample and probe items, rather than increasing complexity of the sample. Because the precision of visual memory is limited, reducing the size of the change to the stimulus results in poorer performance, in agreement with our model.

Since submission of this article, another study has been published that also examines the precision of visual memory (36). The authors put forward a two-component model, combining a variable-precision memory for fewer items with an absolute upper limit on number of items (above which decreases in performance are accounted for solely by random guesses). Based on this interpretation, their data indicate that the average subject can hold only about two items in working memory [see figure 2 and supplementary figure 3 in (36)]. However, this study did not control eye movements, which we have shown can strongly bias precision in favor of fixation targets. A re-analysis of our own fixation task data in accordance with their mixture-model approach reveals that precision falls with increasing number of items throughout the tested range, including between four and six items ($\chi^2 = 5.6, p = 0.018$; fig. S3 and supporting online text). We conclude, therefore, that the capacity of visual memory can be explained solely in terms of a limited resource that must be shared out between all items in the scene, with no evidence for an upper limit on the number of items that can be stored, contrary to the hypothesis of a two-component model (36).

The allocation of this limited resource is highly flexible; making an eye movement to an item, or directing covert attention to it, causes a greater proportion of memory resources to be allocated to it, so it is retained with far greater precision than other objects in the scene. All information stored in visual working memory is dynamically updated during eye movement to take into account the change in gaze position. However, because the resource is limited, the high-resolution representation of a fixated item is substantially degraded as memory resources are reallocated to the target of the next eye movement.

**Fig. 4.** Effects of eye movements and attention. (A) Precision as a function of number of items: memory for saccade targets (filled symbols) and nontargets (empty symbols), when the target is specified endogenously by color (black) or exogenously by a flash (gray). Better performance is seen for targets, regardless of the mode of cueing. (B) Memory for an item cued by a flash (filled symbols) and for noncued items (empty symbols), with no eye movements. (C) Memory for items as a function of fixation order in a sequence of saccades demonstrates how memory for the most recently fixated item is poor compared to memory for the current saccade target. Error bars indicate ±1 SE.
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Methods.

Subjects and apparatus. A total of 32 experimentally-naïve subjects participated in the study after giving informed consent (age 19–42; 15 male, 17 female; all with normal or corrected-to-normal vision). Stimuli were presented on a 21” CRT monitor viewed at a distance of 70 cm, with a refresh rate of 140 Hz (mean delay <4 ms, phosphor persistence <1 ms). Eye position was monitored online at 1000 Hz using a frame-mounted infra-red eye tracker.

General procedure. Subjects reported the direction of a change to a visual item’s location or orientation that occurred during a brief blanking of the display. Stimuli consisted of colored squares (location task, 0.8º x 0.8º) or randomly-oriented colored arrows (orientation task, 1.25º radius) presented against a grey background. Stimulus colors were randomly selected on each trial, without repetition, from a set of highly discriminable colors (white, black, red, green, blue, yellow, cyan). Each trial began with a sample display of between one and six items, followed by a blanking period, brief presentation of a probe display, then the subject’s response. The probe display consisted of the reappearance of a randomly-chosen item from the sample display, displaced horizontally from its original position (0.5º, 2º, or 5º, leftward or rightward) or rotated (5º, 20º, or 45º, clockwise or counter-clockwise).

Experimental conditions differed in the eye movements made by subjects between presentation of the sample display and the probe display. In the first experiment (Figs 1 & 2), subjects either maintained fixation on a cross 10º from the centre of the stimulus array (fixation condition), or after 1000 ms made a saccade from the fixation cross towards one of the display items (saccade condition). In two further conditions (Fig. 4A & B), a flash of one of the sample display items after 1000 ms acted either as a signal to saccade to the flashed item (saccade-to-cue condition) or as an attention-grabbing but task-irrelevant distractor (fixation-with-cue condition). In the saccade conditions, blanking of the sample display was triggered by the onset of the eye movement; in the fixation conditions, the
sample display period was adjusted to match display time in the saccade conditions. In the second experiment (Fig. 4C), the sample display consisted of five items and subjects had to fixate each item in turn, without revisiting any item: the blanking period was triggered by the onset of a saccade towards the final item. Full details of each experiment are given below.

**Experiment 1.** 16 subjects participated in this experiment, 8 on the location task and 8 on the orientation task. Following a short practice session, each subject completed a block of 160 trials in each of four conditions (*saccade, fixation, saccade-to-cue, fixation-with-cue*) in a counterbalanced order. All trials began with the presentation of a fixation cross deviated 7º horizontally from the display centre (alternating left or right on each trial). Once the subject was fixating the cross, the sample display was presented. The number of items in the sample display was varied from trial to trial (1, 2, 4 or 6 items). Items were randomly arranged within an invisible square (9º x 9º) centred 10º horizontally from the fixation cross, with a minimum separation of 3º between items.

On trials in the *saccade* condition, at an auditory go-signal (1000 ms after onset of the sample display) subjects made an eye-movement to one of the display items, specified by color (each subject was randomly allocated a color prior to the experiment that would indicate the saccade target on each trial). The onset of the saccade, determined by the detection of a horizontal gaze position deviated 2º or more from the fixation cross, triggered the blanking period (500 ms), followed by the probe display (250 ms). Subjects then indicated with a button-press in which direction they judged the probe item to have moved/rotated. To ensure only genuine saccades were included, any trial in which eye velocity was less than 50º s⁻¹ at the time the display was blanked were rejected during offline analysis.

The *fixation* condition was identical to the saccade condition except that subjects maintained fixation on the cross throughout. The sample display period on fixation trials was matched to that on saccade trials based on an estimate of saccadic reaction time obtained from previous saccade trials or the initial practice session. *Saccade-to-cue* and
fixation-with-cue conditions were identical to the corresponding conditions described above, except that a randomly chosen item flashed off (100 ms) and back on, beginning 1000 ms after onset of the sample display. On saccade-to-cue trials, this acted as a signal to saccade to the flashed item. On fixation-with-cue trials, subjects were instructed that the flashed item was irrelevant to the task. The flashed item was not predictive of the item to be probed, nor was the saccade target on saccade trials.

**Experiment 2.** A separate group of 16 subjects took part in this experiment, 8 on the location task and 8 on the orientation task. The sample display comprised five items: four items, separated by a minimum of 6º, randomly arranged on the circumference of an invisible circle (8º radius) centred on a fifth item. Subjects made eye movements from an initial fixation location to each item in turn, finishing with the central item. Each fixation on an item (criteria: distance < 1.5º, duration > 150 ms) was rewarded with an audible click, indicating to the subject that the fixation had been registered. Re-fixation of an item, or fixation of the central item out of order, caused the trial to be aborted, and immediately repeated with new randomly-generated stimulus parameters. Detection of a saccade towards the final item triggered the blanking period (250 ms), followed by the probe display (250 ms) and collection of the subject’s response. As before, trials were rejected if eye velocity was found to be less than 50º s⁻¹ at the time the display was blanked.

**Analysis.**

**Statistical analysis.** A probit regression model was used to estimate parameters of the cumulative gaussian distribution that best fit the relationship between response probability and stimulus displacement/rotation in each experiment. Any discrimination bias was indicated by the mean of the fitted gaussian (μ), and precision was determined by the reciprocal of the standard deviation (1/σ). Experimental parameters were identified as influencing precision if they had a significant (p < 0.05) effect on the slope term of the fitted regression model (Ref. S1). Bonferroni correction was used to correct for multiple comparisons.
Modelling of precision data. We used the mean precision estimates obtained in Experiment 1 to quantify the relationship between the precision with which an item is remembered \( (P) \) and the memory resources available to encode it \( (R) \). For a display of \( N \) items, the proportion of resources available for each item \( \frac{R}{R_{\text{max}}} \) equals \( \frac{1}{N} \). This value was plotted against the relative precision \( \frac{P}{P_{\text{max}}} \), obtained by normalizing the mean precision estimate for each condition and set-size by precision in the \( N = 1 \) case (i.e. the maximum precision obtained when all resources are allocated to a single item). We approximated the relationship between these two variables with a power law:

\[
\frac{P}{P_{\text{max}}} = \left( \frac{R}{R_{\text{max}}} \right)^k
\]

(1)

The maximum likelihood value of \( k \) obtained from the data was then used to extrapolate estimates of relative precision to all set-sizes in the range 1–12 (Fig. 3B, solid line). The response functions corresponding to these precision estimates (assuming no discrimination bias) were determined by cumulative gaussian distributions with mean of zero and standard deviation \( \sigma = 1/P_{\text{max}} \) (plotted in Fig. 3C; abscissa shows change to the stimulus in multiples of \( \sigma = 1/P_{\text{max}} \)).

As in the empirical data shown in Fig. 2, the predicted response curves become flatter with increasing number of items, reflecting changes in the distributions of error in the stored representation of the stimulus (Fig. 3C, inset). This has consequences for the ability to discriminate different magnitudes of stimulus change, as highlighted by the vertical lines. The dotted vertical line indicates a small change to the stimulus similar to that used in the current study – the probability of correctly discriminating the change falls rapidly with increasing number of items. In contrast, the dashed vertical line indicates a much larger stimulus change – in this case performance would be close to 100% for 1–4 items but fall with further increases in the number of items.
Comparison with change detection studies. In order to compare the predictions of our model with the results of earlier change detection studies, the probability of correctly identifying different magnitudes of stimulus change was determined from the response functions calculated in the previous step (Fig. 3D, black lines). This permitted a direct comparison with performance data from previous tests of visual memory capacity (green lines). To demonstrate the validity of the model, example results from the current study were also re-plotted as proportion of responses correct (red lines). The full results for all sizes of stimulus change are shown in Fig. S2. Both our data and the results from previous studies are consistent with the power-law model, with any apparent discrepancies explained simply by differences in the magnitude of stimulus change tested.

Estimating resource allocation. In Experiment 2, all $N$ items in a display were fixated sequentially, and separate precision estimates $\{P_1, P_2, \ldots, P_N\}$ were obtained for each item in the sequence. Given that the total resource $R_{\text{max}}$ is equal to the sum of the resources allocated to each item, $\sum_{j=1}^{N} R_j$, it follows from (1) that the proportion of resources allocated to item $i$ is given by

$$\frac{R_i}{R_{\text{max}}} = \frac{R_i}{\sum_{j=1}^{N} R_j} = \frac{P_i^{1/k}}{\sum_{j=1}^{N} P_j^{1/k}}$$  

(2)

By substituting into this equation the value of $k$ obtained in the analysis of Experiment 1, we calculated the proportion of memory resources allocated to each item as a function of its order in the fixation sequence.

Comparison with Zhang & Luck (2008). In this study (36), subjects were presented with a brief sample display consisting of $N$ colored items and then instructed to report the color of the item at a probed location by selecting from a color wheel. The distribution of errors was fitted with a mixture model comprising a (circular) gaussian distribution and a uniform distribution (Fig. S3 A, top). The response distribution predicted by this model is an
‘elevated’ gaussian function that tends to a non-zero value for large errors (blue curve, Fig. S3 A, top). Consistent with our results, at small set sizes the width of the gaussian increased with increasing $N$. However, no significant change in gaussian width was observed when the set size increased from 3 to 6 items. The decrease in performance was instead attributed to the uniform distribution, which the authors interpreted as representing the number of ‘guess’ responses, and hence took to indicate that an upper limit on storage had been exceeded.

To test whether such a mixture model could account for our results, we performed an equivalent analysis on subjects’ responses in our fixation condition. As ours is a discrimination rather than a report task, the equivalent model (illustrated in Fig. S3 A, bottom) is a mixture of a cumulative gaussian function (corresponding to a gaussian-distributed limited-precision memory of the item) and a uniform response function with probability 0.5 (corresponding to random guesses). The response distribution predicted by this mixture model is a ‘compressed’ sigmoidal function that, unlike a cumulative gaussian, does not asymptote to 0 or 1 for large stimulus changes (blue curve, Fig. S3 A, bottom).

We first normalized the data by estimated precision in the $N = 1$ case, and shifted the data to remove any bias. We then used a non-linear optimization algorithm to obtain maximum likelihood estimates (Ref. S2) for the two parameters of the model: the standard deviation of the cumulative gaussian ($\sigma$) and the mixture parameter ($\alpha$, equivalent to $P_m$ in (36)). The resulting fitted response curves are shown in Fig. S3 B (blue; curves fitted with a cumulative gaussian alone are shown in green for comparison).

Contrary to the Zhang & Luck model, the width of the gaussian component ($\sigma$) increased significantly with every increase in $N$ (likelihood ratio test: $\chi^2 > 5.5$; $p < 0.02$). Hence, even when guesses are ‘filtered out’ by the uniform distribution, precision ($1/\sigma$) still decreases significantly with each increase in the number of items, including between 4 and 6 items (Fig. S3 C). The mixture parameter ($\alpha$) showed some variation with number of items for smaller $N$, but, again unlike (36), we observe no change in $\alpha$, and hence no increase in guessing, between 4 and 6 items ($\chi^2 < 0.01$; $p > 0.9$). The results of this
reanalysis are therefore fully consistent with those described in the main body of this paper, and, contrary to (36), do not indicate any upper limit on the number of items that can be stored in visual memory.

Why do our findings differ from those of Zhang & Luck? One key difference is that eye movements were not controlled in their study. We have shown that making a saccade to an item has a substantial effect on the allocation of visual memory resources, enhancing the precision of memory for the saccade target and reducing precision for non-target items. However, the mixture model used by Zhang & Luck to analyse their data assumes that all stored items are represented with the same precision. While this assumption may be appropriate when eye movements are suppressed (as in our fixation condition) it is not valid when subjects are free to move their eyes, as we have demonstrated.

A second important difference between the two studies is in the choice of visual features investigated. We chose to test memory for object positions and orientations on the grounds that the internal representation of these features by neuronal populations is tolerably well understood (17). Theory predicts a gaussian distribution of error in the stored representation of a stimulus, but this gaussian distribution will only be observed if the tested parameter space corresponds to the internal parameter space in which the item is stored. The internal representation of object position and orientation can be considered at least monotonically related to absolute differences in distance or angle (e.g. we can reasonably assume that an absolute error of 20° in remembering a probed item’s orientation corresponds to a larger internal misrepresentation of the stimulus than if the error were only 10°). In contrast, Zhang & Luck chose to test memory for object color and, in a second experiment, shape. In these cases, the parameter space of the internal representation is unknown and so the tested parameter space was chosen more or less arbitrarily (e.g. when the probed stimulus was in fact blue, a click on the yellow section of the color wheel was considered a greater error than a click on the red section). If this specification of the parameter space does not correspond to the internal representation of the tested feature, we would not expect the full gaussian distribution to be observed, with the result that larger internal errors might appear randomly distributed.
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Fig. S1. Allocation of visual working memory.

The allocation of memory resources to multiple visual items (black symbols) is illustrated by the size of the yellow circles: larger circles indicate greater resources dedicated to representing an item in memory and so greater precision on subsequent recall. Red circles indicate gaze position. According to the item-limit model of memory capacity (left column), all items are remembered with equal precision up to the limit (here four), and no information is stored about items beyond this limit. In contrast, the dynamic allocation model proposes that limited memory resources must be shared out between items. In the absence of eye movements, resources may be shared equally (central column). Prior to a saccade (right column), the majority of resources are allocated to the saccade target, which is therefore remembered with greater precision than the other items after the saccade.
Fig. S2. Probability correct varies with the magnitude of change to be discriminated.

Probability correct for stimulus changes of different magnitudes (increasing red-blue-green). Data from Experiment 1, location task (circles): red 0.5°, blue 2°, green 5°; orientation task (triangles): red 5°, blue 20°, green 45°. Black lines indicate predictions of the power-law model, as in Fig. 3D. \( \sigma \) indicates one standard deviation of the \( N=1 \) response function.
Fig. S3. Mixture model analysis.

(A) Illustration of the mixture model used in (36), top, and the equivalent model used in the reanalysis of our data, bottom. Subjects’ responses are fitted with a mixture of two functions, one corresponding to a limited-precision memory of the probed item (red) and one corresponding to random guesses (green). Examples of the resulting combined distribution are shown in blue, for (36)’s report task (top) and our discrimination task (bottom).

(B) Response curves fitted to our data on the basis of a cumulative gaussian function alone (green) or the mixture model comprising cumulative gaussian and uniform
components (blue). Note that the standard deviation of the gaussian component of the mixture model ($\sigma$) increases with each increment in the number of items ($N$). The mixture parameter ($\alpha$) shows some variation with smaller $N$, but remains constant between 4 and 6 items.

(C) Relative precision calculated from the standard deviations of the cumulative gaussian component of the mixture model. Note that the monotonic dependence of precision on number of items is preserved, consistent with a limited resource model rather than a fixed number of items or ‘slot’ model.